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Abstract Starting from difficulties that students display when they deal with correlation

analysis, an e-learning environment (‘Koralle’) was developed. The design was inspired by

principles of situated and example-based learning. In order to facilitate reflective processes

and thus enhance learning outcomes, reflection prompts were integrated into the learning

environment. A total of 57 university students were randomly assigned to two experimental

conditions: 28 students were prompted to give reasons for their decisions while working

within the learning environment (EG 1); and 29 students dealt with Koralle without being

prompted (EG 2). The control group consisted of 67 students who had already attended

regular statistics lectures but had no access to the e-learning environment. EG 1 scored

significantly higher in the posttest than EG 2, and the effect was practically relevant and

sustainable. Reflection prompts did not influence time on task, task choices and motiva-

tional outcomes. Both experimental groups clearly outperformed the control group.

Keywords Example-based learning � Learning behaviour � Metacognition �
Reflection prompts � Situated learning � Statistics education

Introduction

University training in empirical research methods and statistics in the social sciences often

results in failures. Even after several statistics courses, many students display substantial

misconceptions and knowledge gaps, and considerable transfer problems are common

(Broers 2002; Castro Sotos et al. 2007; Tyroller 2005).

Especially in statistics, many students need individual support; often, however, high

student numbers make individual tutoring difficult. To solve this problem, e-learning is
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increasingly used in statistics training. In the present study, we used the e-learning

approach in order to enhance students’ understanding of a basic statistical concept, namely,

correlation (Morris 2001). For this purpose, the situated, example-based e-learning

environment ‘Koralle’ was developed as a supplement to regular statistics lectures.

Findings from earlier studies on example-based learning in the domain of research

methods (e.g. Stark and Mandl 2002, 2005) encouraged us to integrate a prompting pro-

cedure into example-based learning. This procedure is meant to facilitate careful and

mindful consideration of the learning material (for the concept of mindfulness, see Langer

1993; Salomon and Globerson 1987), especially metacognitive reflection. The main goal of

this study was to examine the effectiveness of the prompting procedure.

Relevant learning prerequisites

Earlier studies showed that studying statistics in the social sciences is often hampered by

students’ low prior knowledge and motivation (Stark and Mandl 2000). In the present

study, cognitive, metacognitive and motivational learning prerequisites were included into

the analyses.

In many studies, the best predictor for effective learning was prior knowledge (Dochy

1992; Krause and Stark 2006), which influences information selection and processing and,

as a consequence, learning outcomes (Alexander 1996). For example, in order to gain an

in-depth understanding of a text, students must construct adequate situation models that

integrate prior knowledge and new information (Kintsch 1994).

Students showing difficulties in gaining new knowledge in statistics were, to some

extent, lacking metacognitive abilities, which resulted in problems with self-regulation

(Stark and Mandl 2002, 2005; for an overview see Azevedo 2005). Metacognition refers

to both knowledge and skills (Flavell 1976, 1979). Metacognitive knowledge can be

differentiated into (1) declarative knowledge about the processes, strengths and weak-

nesses of one’s own cognitive functions and (2) knowledge about one’s own knowledge

(Hasselhorn 2006). Metacognitive skills refer to procedural knowledge for regulating and

controlling one’s own problem-solving and learning activities (Brown and DeLoache

1978; Veenman et al. 2006). In a first pilot study with Koralle (Tyroller 2005), many

students lacked metacognitive skills. Their performance resembled the behaviour of weak

performers in a study by Chi et al. (1989). They rarely showed activities of monitoring,

self-diagnosing and self-regulation. Choices about task structure and redundancy were

made rather mindlessly. That is, the students did not show successful metacognitive

processing (e.g. Schneider and Pressley 1989).

From a pedagogical perspective, this is problematic, as there is plenty of evidence

showing that metacognition is important for effective self-regulation and learning (Bannert

2003; Berthold et al. 2007; Gerjets et al. 2005; Lan et al. 1993).

Concerning motivational prerequisites, we focused on topic interest. Interest is a spe-

cific relation between person and object (Krapp 2005) and results in positive evaluations of

and positive emotions in the learning situation. Interest determines choices in the learning

process (Krapp 2000) and is related to learning success (e.g. Hidi 1990; Schiefele et al.

1993).
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Design of the learning environment

Instructional approach

Koralle’s design was inspired by principles of example-based and situated learning (Stark

2004). The prompting procedure was integrated into the situated, example-based approach.

Worked-out examples and problem-solving tasks

Learning by worked-out examples has proved an efficient method for learning in well-

structured domains (e.g. Atkinson et al. 2000; Gerjets et al. 2004). In initial skill acqui-

sition, examples are superior to direct teaching of abstract principles and to training by

problem solving (Gerjets et al. 2004). The worked-example effect is attributed to the fact

that studying worked examples produces low cognitive load (Sweller 1988) as no extensive

search processes (extraneous load) are involved (Gerjets et al. 2004). Therefore, cognitive

resources can be used for schema construction (germane load; e.g. Sweller et al. 1998).

Moreover, worked examples draw the student’s attention to information that is relevant for

schema construction. In various domains, schema-based problem solving is considered to

be very effective and efficient. It has proved to be a central characteristic of experts’

problem solving (Gerjets et al. 2004, p. 34).

However, studies of the self-explanation effect (Chi et al. 1989, 1994) clearly show that

studying examples does not automatically result in effective problem-solving schemas. In

order to achieve this goal, processes of cognitive and metacognitive self-explanation have

to be promoted systematically by additional instruction (Atkinson et al. 2003; Große and

Renkl 2006; Stark 1999).

Superficial example elaboration (Renkl 1997) can be compensated by providing

incomplete examples (Paas 1992; Stark 1999; van Merriënboer 1990; van Merriënboer and

de Croock 1992) or by systematically combining examples with problem-solving tasks

(Renkl et al. 2004; Stark et al. 2000). This combined learning approach was used in the

e-learning environment Koralle.

In order to support self-regulation and autonomy, and therefore increase motivation

(Deci and Ryan 2000), students were instructed to individually determine task structure

and redundancy. For each problem, they could either choose to solve the problem first and

afterwards study the worked-out example or study the example immediately. Besides, they

could decide to solve an additional problem and thus intensify their exercise. This

example-based approach was enriched by the following situated design principles.

Situated design principles

All tasks were embedded in problems that were authentic and relevant for the students

(Cognition and Technology Group at Vanderbilt 1997). All data needed for problem

solving were integrated into the task. Additionally, the problems were presented from

multiple perspectives (Große and Renkl 2006; Spiro et al. 1991).

Furthermore, we integrated instructional aids that mainly addressed students with little

prior knowledge: a detailed glossary, visual aids and guiding questions that facilitated

problem solving. The guiding questions were faded out in the learning process (Collins

et al. 1989; Renkl et al. 2004).
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In our study, the situated, example-based approach was combined with reflection

prompts.

Facilitating reflection by prompting

According to Chi (1996), thinking and learning processes can be supported by scaffolding

or prompting. Scaffolding includes content-specific information that is necessary for a

specific problem. Scaffolding could be, for example: ‘‘In order to attain goal C, goals A

and B must be pursued first.’’ The guiding questions within the learning environment

Koralle (e.g. ‘‘How strong is the correlation?’’) are typical examples of scaffolding. In

contrast, prompting is not linked to expertise in the respective field. According to Berthold

et al. (2007, p. 566), prompts are ‘‘questions or hints that induce productive learning

processes’’. They are strategy activators in the sense of Reigeluth and Stein (1983),

designed to overcome superficial processing. Prompts could be, for example: ‘‘What is the

next step?’’, ‘‘What does that mean?’’ and ‘‘How else could you say it?’’

The effectiveness of prompting reflective processes was demonstrated in different

domains, for instance in mathematical problem solving (Schoenfeld 1985). In an experi-

mental study, prompting students to justify (and hence reflect on) their learning behaviour

proved effective in encouraging knowledge application, especially with complex tasks.

This kind of support was also effective in computer-based learning (Bannert 2003; Krause

and Stark 2007). In a study by Berthold et al. (2007), cognitive and metacognitive learning

strategies and learning outcomes were enhanced by cognitive or mixed (cognitive and

metacognitive) prompts.

Instructional interventions that successfully prompt reflective activities, such as meta-

cognitive control and other metacognitive and cognitive strategies, should be simple and

neatly woven into the learning process in order not to increase extraneous load (e.g.

Sweller et al. 1998) by interfering with the students’ spontaneous efforts (Bannert 2003;

Hasselhorn and Hager 1998).

In our study, students were prompted to give reasons for their decisions. This was meant

to encourage mindfulness and deeper processing and, therefore, enhance learning

outcomes.

Evaluation perspective

The effectiveness of the prompting procedure had to be investigated by comparing the

learning environment with and without prompting. Moreover, both experimental groups

had to be compared with a control group in order to increase the explanatory power of the

study.

Learning outcomes were conceptualised as knowledge about correlation that can be

successfully applied to authentic problems of empirical research. Apart from learning

outcomes, motivational effects are very important in the present context, given the lack of

interest in statistics that many students display. Following the expectancy-value model

(McClelland et al. 1953), motivation is often subdivided into expectancy and value aspects.

Students are most likely to try hard when they feel competent and expect to be successful

(Marsh and Craven 2006) and when they consider the respective activity to be worthwhile

(e.g. Krapp 2005). As a consequence, the students’ subjective learning outcomes and their

acceptance of the learning environment were investigated.

In order to improve the interpretability of the study, the outcome perspective was

combined with a process perspective that focused on time on task, the way in which the
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learners deal with different options in the e-learning environment, and the reasons that the

prompted students give for their decisions.

Research questions and hypotheses

The first research question was: ‘‘Does prompting students to justify their decisions during

the learning process enhance learning? Are potential effects sustainable?’’ We hypothe-

sised that students who are prompted to give reasons for their decisions outperform their

peers who are not prompted both on the posttest and on the follow-up test. Moreover,

students working with Koralle (either with or without prompting) are likely to be more

successful on the posttest than a control group of students who merely attended regular

lectures on the subject.

The second research question was: ‘‘To what extent does the prompting procedure

influence learning behaviour?’’ We expected that the prompting procedure would lead to

increased time on task. However, as this procedure was supposed to enhance the quality of

learning in terms of higher mindfulness, differences in performance are likely to persist

when time on task is controlled for statistically. Concerning the students’ decision

behaviour, no specific effects were hypothesised.

The third research question was: ‘‘What reasons do students in the prompting group give

for their decisions in the learning process?’’ We supposed that the majority of reasons

indicate metacognitive control. However, indicators of other metacognitive strategies, as

well as cognitive strategies (see Berthold et al. 2007), were expected as well. Against the

background of findings by Allwood (1990), only weak to medium correlations between

justification categories and learning outcomes were expected.

The fourth research question was: ‘‘Does the prompting procedure influence acceptance

of the learning environment and subjective learning outcomes?’’ We presumed that the

prompting procedure improves the students’ feeling of self-regulation and autonomy and

therefore promotes acceptance of the learning environment. Furthermore, as this procedure

was meant to increase the learners’ mindfulness, positive effects on subjective learning

outcomes were expected.

Method

Subjects and design

The sample consisted of 124 students of the University of Munich, most of whom studied

Education. All participants had already attended regular statistics lectures. Fifty-seven

students were randomly assigned to two experimental conditions: EG 1 with prompting

(n = 28 with 21 females, mean age = 23.89 years, SD = 5.51) and EG 2 without

prompting (n = 29 with 21 females, mean age = 23.64 years, SD = 3.63). These students

completed Koralle in the e-learning computer laboratory. The control group (67 students

with 48 females, mean age = 24.22 years, SD = 4.58) had no access to this learning

environment.

In terms of prior knowledge, the last grade received in mathematics, and topic interest,

the two experimental groups and the control group were all comparable (prior knowledge:

F[2, 110] \ 1; grade in mathematics: F[2, 110] = 1.28, MSE = 1.62, p [ 0.20; interest:

F[2, 110] = 1.28, MSE = 0.13, p [ 0.20). This was also true for the subgroup of students
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participating in the follow-up test that was administered in a statistics lecture (n = 34 with

23 students not participating; prior knowledge: F[1, 31] = 1.52, MSE = 2.24, p [ 0.20;

grade in mathematics: F[1, 31] = 1.05, MSE = 1.43, p [ 0.20; interest: F[1, 31] \ 1).

This evidence shows that randomisation was successful. All subjects participated volun-

tarily; students of the experimental groups received 20 Euros.

Koralle with and without prompting

The central subject of Koralle was the influence of linearity, heterogeneous subgroups and

outliers on the correlation coefficient. For each thematic unit, a pair of superficially similar

but structurally different tasks was provided; in addition, an analogous pair of tasks was

optionally available for each unit. Altogether, six tasks had to be worked on by all students,

and six tasks were optional. Furthermore, students had to decide whether they wanted to

deal with the problems by working on problem-solving tasks and afterwards receiving

feedback in the form of worked-out examples, or whether they preferred to view the

examples immediately.

In the prompting group, learners had to type short justifications for each decision into a

text-entry field (‘‘Please justify your decision’’). To ensure authenticity and to prevent

instruction from interfering too much with normal cognitive processing, students were

asked for justification at the moment when they decided.

In order to increase ecological validity, time on task was not strictly controlled. Students

were merely instructed to remain within a time frame of three hours, which was determined

by means of a pilot study.

Instruments and data collection

All instruments used in this study were tested beforehand in a regular statistics lecture.

Rating scale responses ranged from 1 (Strongly Disagree) to 6 (Strongly Agree).

Prior knowledge

Prior knowledge was assessed with a pretest that consisted of three tasks (theoretical

maximum: 12; Cronbach’s a = 0.71). Task 1 required declarative knowledge about cor-

relation (i.e. conceptual knowledge in the sense of de Jong and Ferguson-Hessler 1996).

Task 2 tested whether conceptual knowledge about correlation could be adequately

transformed into a scatter plot. Task 3 was more action oriented; the learners had to deal

with the problem of outliers. To solve this problem, knowledge about application of

concepts and procedures (procedural knowledge) and knowledge about application con-
ditions (conditional knowledge in the sense of Paris et al. 1983) were needed.

Metacognitive prerequisites

Metacognitive prerequisites were recorded using 10 items that referred to different

reflective activities (Cronbach’s a = 0.65; ‘‘When I am studying, I occasionally ask myself

whether I understand subject matter’’). The development of this scale was inspired by

established instruments that include metacognitive aspects (e.g. Motivated Strategies for

Learning Questionnaire, Pintrich et al. 1993; Learning and Study Strategies Inventory,

Weinstein et al. 1987).
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Topic interest

Interest in correlation was assessed by a rating scale that consisted of 11 items (Cronbach’s

a = 0.87; ‘‘I am interested in correlation’’).

Cognitive learning outcomes

The posttest consisted of five tasks. Tasks 1 and 3 on the posttest were identical with Tasks

1 and 2 on the pretest. These two tasks (Cronbach’s a = 0.68; theoretical maximum: 7)

were used as indicators of learning progress. Task 2 on the posttest demanded declarative,

procedural and conditional knowledge: an unexpected correlation coefficient was presented

in the context of an authentic empirical study, and the students had to identify possible

reasons for this result. Task 4 was rather similar to Task 3 in the pretest, but it additionally

required transfer. Task 5 was a complex transfer task in which declarative, procedural and

conditional knowledge had to be applied to a statistical situation that had not directly been

addressed in the e-learning environment (moderation problem, three heterogeneous sub-

groups); for this task, deeper understanding of the acquired concepts and procedures was

necessary. The theoretical maximum score for Tasks 2, 4 and 5 was 13 points (Cronbach’s

a = 0.68). In order to test the stability of potential effects of reflection prompting, the

posttest was administered again about 4 weeks after the experiment (follow-up measure).

Motivational learning outcomes

Students’ acceptance of the learning environment was assessed by using five items

(Cronbach’s a = 0.74; ‘‘I would recommend the learning environment to my fellow stu-

dents’’). Subjective learning outcomes were recorded by four items (Cronbach’s a = 0.75;

‘‘By the learning environment I have learned how to interpret correlation results’’).

Learning behaviour

Time on task and student choices (frequency of active problem solving in obligatory tasks

[0–6], number of optional tasks [0–6], and frequency of active problem solving in optional

tasks [0–6]) were registered automatically by the learning environment.

The justifications typed into text-entry fields by students in the prompting group were

analysed by means of content analysis. Categories were developed theoretically and

adapted empirically by applying them to a test sample of four subjects. Seven disjunctive

categories resulted. First, monitoring is the process by which learning and understanding is

evaluated (e.g. ‘‘I think I have understood the first example so far’’). Second, self-
regulation involves how actions are planned and regulated (e.g. ‘‘I want to practice the

correct solution procedure for this task’’). Third, epistemological aspects refer to beliefs

about learning and knowledge (e.g. ‘‘This way I can learn from my mistakes’’). Fourth,

positive motivation/emotion involves the description of positive states (e.g. ‘‘It is more

exciting to work on a new example’’). Fifth, negative motivation/emotion involves the

description of negative states (e.g. ‘‘I am depressed, my solution is wrong again’’). Sixth,

other reasons cover any statement that does not fit into any of the categories. Seventh,

omission is used when no reason is given.

The students’ statements were coded by two independent coders. Inter-rater reliability

was good (Cohen’s kappa = 0.75, p \ 0.01). In the case of different codes, the first author

of this study decided.

Learning Environ Res (2009) 12:209–223 215

123



www.manaraa.com

Procedure

First, the pretest was administered, and metacognitive prerequisites, interest in the subject

and socio-biographic variables were recorded. The experimental sessions were conducted

in the following 2 weeks. During the sessions, the students worked with Koralle, either

with or without prompting. After a short break, the rating scales for acceptance and

subjective learning outcomes and the posttest were administered. About 4 weeks after the

last experimental session, the participants took the posttest again. This time, the control

group was tested also (for practical reasons, it was not possible to test the control group

twice). Afterwards, Koralle was available to all students.

Results

Learning outcomes

After the learning phase, students scored significantly and substantially higher on the two

tasks that were identical in the pretest and posttest (see Table 1; main effect for time: F[1,

55] = 52.39, MSE = 52.79, p \ 0.01, g2 = 0.49).1 The reflection prompts had no effect

on this development (main effect for learning condition and interaction time 9 learning

condition: F[1, 55] \ 1).

The other three tasks on the posttest were compared for both experimental groups and

the control group (see Table 1). Differences between the groups were statistically signif-

icant and substantial (F[2, 121] = 106.07, MSE = 702.19, p \ 0.01, g2 = 0.64). Students

in the prompting group were clearly more successful than their peers who were not

prompted to give reasons (t[54.16] = 3.05, p \ 0.01, g2 = 0.14). Additionally, students in

the experimental conditions scored significantly higher than the control group (EG 1 vs.

CG: t[38.71] = 13.19, p \ 0.01, g2 = 0.72; EG 2 vs. CG: t[37.04] = 7.92, p \ 0.01,

g2 = 0.56).2

The prompting effect was also statistically significant concerning follow-up perfor-

mance (t[32] = 2.20, p \ 0.05, g2 = 0.13). However, both experimental groups performed

much better directly after the learning phase (main effect for time: F[1, 32] = 26.50,

p \ 0.01, g2 = 0.45). This effect was stronger than the prompting effect (F[1, 32] = 8.07,

p \ 0.01, g2 = 0.20). The interaction between learning condition and time was not

significant (F[1, 32] = 1.23, ns).

When the follow-up performance of both experimental groups was compared with the

performance of the control group, the experimental groups were still clearly superior (EG 1

vs. CG: t[23.36] = 7.92, p \ 0.01, g2 = 0.56; EG 2 vs. CG: t[15.14] = 4.03, p \ 0.01;

g2 = 0.31).

Acceptance of the learning environment and subjective learning outcomes were rather

high in both groups (see Table 1). Concerning both aspects, differences between the two

experimental groups were not significant (t[53] = -0.48 and -0.90, respectively). Hence,

reflection prompts did not influence acceptance and subjective learning outcomes.

1 Effect sizes were classified according to the conventions specified by Cohen (1988): g2 B 0.05: small
effect; 0.06 B g2 B 0.13: medium effect; g2 C 0.14: large effect.
2 Adjusted degrees of freedom because of heterogeneous variance. For all comparisons between experi-
mental and control group, p values were also calculated using a non-parametric test (Mann–Whitney U)
because of differences in sample sizes. The U-test results did not differ from the results of the t-tests.
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Learning behaviour

Time on task varied between 30 and 105 min in the prompting group and between 30 and

81 min in the group without reflection prompts. The difference between means (about

6 min) was not statistically significant (t[55] = 0.85). Time on task was not associated

with learning outcomes in either experimental group (r = -0.03 and -0.09, respectively).

In both groups, most obligatory tasks were completed in the form of problem-solving

tasks (see Table 2). The small difference between both conditions was not significant

(t[55] = 1.23). Optional tasks were only rarely requested in either condition (here, no

significance testing was necessary, as the means did not differ). Concerning the optional

tasks, there was a clear preference for active problem solving, especially in the prompting

group. However, the difference between the two experimental groups concerning this

preference was only marginal and not statistically significant (t[55] = 1.13).

In summary, the experimental groups displayed a similar learning behaviour in both

time on task and task choice.

Table 3 provides descriptive statistics for the justification categories. Most reasons can

be summarised into the categories of ‘monitoring’ and ‘self-regulation’. Justifications

categorised as ‘epistemological aspects’ ranked second. Motivational or emotional states

were verbalised less often. Justifications that could not be coded and no entries were rare

exceptions.

Justification categories and learning outcomes were nearly unrelated (self-

monitoring: r = 0.04, self-regulation: r = 0.02, epistemological aspects: r = 0.03;

Table 2 Learning behaviour: means and standard deviations

Learning behaviour With prompting Without prompting

M SD M SD

Time on task (in hr:min:sec) 1:14:47 0:29:02 1:08:29 0:27:18

Obligatory problem-solving tasks (min–max: 0–6) 5.10 1.10 4.60 2.00

Optional tasks (min–max: 0–6) 1.60 1.10 1.60 1.60

Optional problem-solving tasks (min–max: 0–6) 1.40 1.20 1.00 1.40

Table 1 Cognitive and motivational learning outcomes: means and standard deviations

Outcome Experimental
group with
prompting EG 1
(n = 28)

Experimental
group without
prompting EG 2
(n = 29)

Control
group
(n = 67)

M SD M SD M SD

Pretest (tasks 1, 2) (max: 7) 2.78 1.25 2.27 1.42 – –

Posttest (tasks 1, 3) (max: 7) 4.22 1.12 4.00 1.28 – –

Posttest (tasks 2, 4, 5) (max: 13) 8.80 2.02 7.03 2.37 3.28 1.42

Follow-up test (tasks 2, 4, 5) (max: 13)a 7.64 2.34 5.86 2.30 – –

Acceptance of the learning environment (min–max: 1–6) 4.78 0.79 4.86 0.53 – –

Subjective learning outcomes (min–max: 1–6) 4.52 0.83 4.69 0.53 – –

a EG 1: n = 20, EG 2: n = 14
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positive motivation/emotion: r = -0.03; negative motivation/emotion: r = -0.19). All

correlations were non-significant.

Discussion

Learning outcomes

Before the students worked with Koralle, many of them failed to solve simple correlation

tasks on the pretest. Even basic knowledge that is addressed in regular statistics lectures

was not familiar to them, or it could not be applied. This finding corresponds with many

studies on statistics learning (e.g. Broers 2002; Castro Sotos et al. 2007; Krause 2007).

After the learning phase, most students of both experimental groups were able to cope

successfully with simple and even with more complex tasks. In a study by Krause (2007)

that involved the same learning environment and the same tests (but investigated effects of

feedback and cooperative learning), comparable learning progress was achieved. Although

these effects have to be interpreted carefully due to well-known problems of repeated

measurement, they confirm the worked-example effect (e.g. Atkinson et al. 2000; Gerjets

et al. 2004) and the effectiveness of examples in combination with problem-solving tasks

(e.g. Renkl et al. 2004; Stark et al. 2000).

The effectiveness of this combined method (which, in a sense, is a special type of the

effective completion method; Paas 1992; van Merriënboer and de Croock 1992) was

enhanced by a simple prompting procedure. It is assumed that, because of the low com-

plexity of the tasks used for assessing learning progress (e.g. Bannert 2003), prompts had

no effects on these tasks. However, concerning the more complex tasks that required

declarative, procedural and conditional knowledge, the prompting procedure proved

effective. Still, prompting was less effective than a feedback intervention that also aimed at

increasing reflective processes in the same instructional context (Krause 2007; Krause et al.

2009).

The prompting effect was sustainable; follow-up testing confirmed the superiority of the

prompted learners. However, performance had decreased in both experimental groups

4 weeks after the learning session. Although not all subjects were present at the follow-up

session, performance decreases cannot be attributed to (negative) selection effects because

the participants did not differ from the rest of the experimental groups concerning several

learning prerequisites. Apparently, students had forgotten parts of what they had learned.

In regular statistics education, forgetting can be countered by repetition and practice.

Table 3 Justification categories: frequencies, numbers of cases, means and standard deviations

Category f N M SD

Monitoring 143 27 5.30 2.91

Self-regulation 86 27 3.19 1.88

Epistemological aspects 73 23 3.17 1.97

Positive motivation/emotion 52 22 2.36 1.18

Negative motivation/emotion 22 16 1.38 0.50

Other reasons 7 4 1.75 0.50

Omission 6 5 1.20 0.45
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However, the main goal—to increase understanding of correlation—was achieved: Both

experimental groups clearly outperformed the control group that was comparable with

respect to various learning prerequisites and had attended regular statistics lectures but had

no access to the e-learning environment. Several factors influencing the differences

between the experimental groups and the control group must be looked at carefully. Firstly,

students in the control group received no additional training. Secondly, selection effects

might have influenced the results. Thirdly, assessment of learning prerequisites followed

the maxim of parsimony and, therefore, might not have been precise enough. Finally,

making a payment to students in the experimental groups might have enhanced test

motivation. Especially in instructional contexts where motivation is generally low,

extrinsic motivation can play an important role in learning and performance (e.g. Stark and

Mandl 2000).

Still, even in the light of these possible limitations, working with Koralle was associated

with enhanced understanding of basic correlation concepts and principles, and effective-

ness was increased by reflection prompts. Given the fact that the prompting intervention

was very economical, effects are remarkable and need replication.

No treatment effects could be identified in motivational outcomes. Acceptance of the

learning environment and subjective learning outcomes were remarkably high in both

experimental groups. Similar results were found in the study by Krause (2007) that

involved the same learning environment. In other intervention studies on example-based

learning, for instance in the domain of medicine (e.g. Kopp et al. 2007), acceptance and

subjective learning outcomes were also rather high. Of course, these results might have

been influenced by response biases; however, at least there is no evidence for negative
motivational effects stemming from the intervention.

Learning behaviour

Reflection prompts neither influenced time on task nor the students’ task choices. In both

experimental groups, most learners preferred to start with problem solving and studied the

example solutions afterwards. Starting by problem solving can reveal illusions of com-

petence and increase the subsequent intensity and quality of self-explanation (Stark et al.

2000). In a study on case-based learning in medicine, starting with problem solving proved

more successful than beginning by studying model solutions (Mandl and Gräsel 1997).

Because examples can be studied in an active and self-regulated way as well (e.g. Chi et al.

1989) and problems can be solved in a rather mechanical and superficial way, the students’

preference for problem solving in our study is only a weak indicator of productive learning.

However, it shows that students were ready to try hard, which confirms that motivation was

relatively high.

In complex computer-based learning environments, students often ignore optional

features and aids (Dillon and Gabbard 1998), even though they might profit from these

options (Stark and Mandl 2002). In our study, choosing more optional tasks might have

resulted in better learning outcomes (Pirolli and Anderson 1985). However, as Koralle is

highly structured and, to some extent, repetitive (especially concerning the optional tasks),

students possibly experienced the additional activities as boring or superfluous.

Learners’ justifications in the prompting group suggest that the prompting procedure

primarily induced activities of metacognitive control (monitoring, self-regulation).

Besides, epistemic knowledge was activated, including both metacognitive and cognitive

aspects which, as a rule, are interrelated (Berthold et al. 2007). Hence, in line with the

study by Berthold et al. (2007), the prompts seem to have fostered metacognitive and—at
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least to some extent—cognitive strategies. In contrast to our expectations, the justification

categories were not related to learning outcomes. The scatter plots did not reveal any

factors which might be responsible for this. We can only put forward the tentative assertion

that the prompting intervention promoted cognitive and metacognitive processes, such as

higher attention and deeper reflection, which led to better information processing. It would

be naı̈ve to assume that the justifications given by the students are exact representations of

the underlying (and at least partly implicit) processes. From the literature on methodical

problems of thinking-aloud procedures (Ericsson and Simon 1993), we know that learners,

even if they are inclined to follow the experimental instructions, neither want to verbalise

all their thoughts nor are capable of doing this while working on a task. Besides, justifi-

cations do not contain any information about the validity of reflections, their contextual-

isation, consequences that are drawn and other factors relevant for effects on learning. Both

from an intra-individual and from an inter-individual perspective, a justification category

can include various processes. Therefore, from our perspective, Pearson correlation

coefficients are neither necessary nor sufficient conditions for proving the effectiveness of

processes induced by the prompting procedure; they only provide first hints.

Outlook

In order to examine the working principle of reflection prompts, additional measures—

especially the students’ mental effort—should be included during the learning process. In

addition, cognitive and metacognitive strategies should be recorded retrospectively using

standardised instruments. In order to cope with the discussed problem of heterogeneous

justification categories, detailed, theory-guided case analyses are indicated.

Even if we cannot sufficiently explain why and how the prompts in our study worked,

they definitely worked. Still, the effect needs to be replicated before practical recom-

mendations are made.

In the light of the results of our study and those of Krause (2007), we presume that the

implemented principles of situated, example-based learning could prove effective for

teaching other pivotal concepts and principles of statistics and empirical research methods,

such as the logic of statistical significance testing, which is a challenge for many students

(Cohen 1994).
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